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Abstract—We report on a time-domain analog in microwave
lines to the spatial Fraunhofer (far-field) diffraction in paraxial
conditions. Microstrip lines are used to design filtering configu-
rations acting as spectrum analyzers. They are based on linearly
chirped distributed Bragg coupling between the fundamental
microstrip mode and the same but counterpropagating mode.
Linearly chirped continuousimpedancemodulationinamicrostrip
line with varying upper plane strip-width will be shown to yield
a mode-coupling location and group delay linearly distributed
in frequency. Under the condition of a temporal equivalent to
the spatial Fraunhofer inequality, the energy spectral density of
the input signal is directly recoverable from the average output
(reflected) power. It isonly necessary to take into account a linear
axis-change, given by thedispersion coefficient (group-delay slope)
of the structure, from time to Fourier frequency. Both pulsed
and nonpulsed RF signals are studied. Sequential time-gated seg-
ments of the input have to be processed in the nonpulsed case.
The maximum frequency resolution achievable in this situation
is discussed. The devices developed here could have important
potential applications in the field of temporal signal processing,
such as filtering using time-division techniques. Other applica-
tion areas could be frequency-shift estimations using time-delay
measurements in reflection, as well as the trandation of path dif-
ferences (temporal separation of signals) into frequency changes
of an oscillatory interference pattern at the output.

Index Terms—Characteristic impedance modulation, chirped
Bragg coupling, dispersive delay line, Fourier-transform (FT)
processors, microstrip technology, quadr atic-phase filter.

I. INTRODUCTION

HERE EXISTS in optics awell-studied mathematical du-

ality between the equations that govern paraxial diffrac-
tion of beams in space and tempora narrow-band dispersion
of pulses in dielectric media [1]. Both phenomena can be an-
ayzed as parabolic differential equation problems (similar to
diffusion problems with imaginary coefficients) resulting from
some approximations to the wave equation. A monochromatic
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beam, initially confined transversally near the axis along which
it propagates, is assumed in the spatial case. Monochromaticity
leads to a delta function in the temporal-frequency spectrum
and paraxia propagation to a narrow band of spatial frequen-
ciesaround the origin of the spatial Fourier plane. Complemen-
tary assumptions are followed in the temporal case. Pulses, and
hence a narrow band of temporal frequencies, are considered,
and the spatial profile is ignored and approximated by a plane
wave (i.e., monochromatic in the spatial—frequency spectrum).
Kolner [1] revised the foundations of this space-time duality
following Papoulis [2], and his works are a significant modern
attempt toward aunified approach to both problems. The duality
between paraxial spatia diffraction and temporal narrow-band
(first-order) dispersion has led to fruitful transpositions of con-
ceptsfrom the space domainto thetime domain (and viceversa).

Kolner and Nazarathy [4] extend the duality introducing the
concept of temporal lens. A frequency chirp, i.e., a temporal
quadratic phase shift imparted across an input pulse envelope,
isanalogous to the action of athin spatia lens. A temporal lens
modulates the phase of a tempora signa in the same way a
spatial lens produces a phase modulation of the spatial field.
Combining dispersive delay lines and chirp phase modulators
that mimic free-space propagation and spatial lenses, respec-
tively, temporal imaging systemswere devel oped for distortion-
less stretching or compression of pulsesfor several applications
[1], [5]H7]. These systems consist of three subsystems in cas-
cade: propagation in a dispersive line, transfer through a time
lens, and again dispersive propagation in a delay line, in the
same way that spatial imaging systems consist of a lens pre-
ceded and followed by free-space propagation.

Both paraxial diffraction and narrow-band dispersion can
be analyzed as responses of all-pass quadratic-phase (linear
group-delay) filters [2]. In [2], lenses are included for a
common approach to spatial/temporal Fourier transform (FT)
processors (that translate an input signal into a decomposition
of its spatial/temporal spectral components), spatial/temporal
signal compressors, and frequency filtering by spatial-win-
dowing/time-gating. Related to the | atter, a setup analogousto a
spatial system of four focal lengthsis proposed to filter an input
signal by means of time gating, including in some applications
phase modulation, in the joining of two FT processors. This
way, convolvers and correlators can be implemented by an
appropriate temporal processing of the output signal of an FT
processor before the action of a second (inverse) FT processor
[8]. Convolution and correlation theorems give freedom to
caculate these operations as time-domain integrals or as
multiplications in the frequency domain followed by (inverse)
FTs (an FT and an inverse Fourier transform (IFT) represent
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a mutualy interdependent transform pair and a transform
operation performed in isolation may be regarded as either the
FT or the IFT).

This way, the original work of Papoulis on this space-time
duality [2] provides new insight into pulse-compression tech-
niques devel oped for instance in chirp radars[9] or optical fiber
technology with chirp lasers [10]. Chirping and dispersive de-
laying can be viewed as alens followed by diffraction focusing
the aperture function (at the lens surface) to its FT (at the lens
focal length). New understanding isalso shed on the chirp-trans-
formation techniques. These techniques decompose an FT oper-
ation into convolutions with chirped waveforms (i.e., transfers
through diffractive/dispersive media) and multiplications with
chirped waveforms (i.e., spatial/temporal phase modulations).
They received serious interest after the appearance of high-per-
formance surface acoustic wave (SAW) transversal filtersacting
as linear frequency-modulated filters [11].

In this paper, we present an example of this space-time du-
ality in microstrip technology that requires only a high-disper-
sion and high-bandwidth stage similar to those reported previ-
oudly [12]-{15]. The temporal action of this novel microstrip
device is equivalent to the decomposition of a spatial aperture
function into its FT components in the far-field Fraunhofer re-
gion in Fresnel conditions (paraxial diffraction). This way, the
envelope of the output signal is the FT of the input envelope
properly scaled to satisfy energy balance. It isworth noting that
only the magnitude of the FT is recovered since the output is
indeed phase-modulated by the phase terms of the device im-
pulse response. There exist other arrangements, including not
only dispersion but also time lenses, which could recover both
magnitude and phase, but they are not the focus of the present
work [2], [11].

The high-bandwidth and high-dispersive medium in mi-
crostrip can be implemented by a linearly chirped Bragg
coupling between the quasi-TEM microstrip mode and the
same but counterpropagating mode. Thisisachieved by varying
continuously the impedance of the line either by altering the
strip width or by etching the line ground plane. The continuous
perturbation period is not constant like in [16]-{18], but it
also changes linearly throughout the device length. Hence,
the structure is locally tuned at a certain frequency within the
operation bandwidth.

The paper is structured as follows. Section Il is devoted to
the derivation of the time domain analog to the spatial Fraun-
hofer diffraction. We will show that the output of a flat-ampli-
tude and linear group-delay filter, whenever an analog to the
spatial Fraunhofer condition is setisfied, is a phase-modulated
signal whose envelope is proportional to the magnitude of the
FT of the input envelope. The temporal axis is related to the
Fourier frequency axis by the dispersion constant of the filter.
Section |11 analyzes asimple design method for quadrati c-phase
filtersin microstrip technology. In particular, we stress one ap-
proach to perform the linearly chirped continuous impedance
modulation by means of a strip-width variation. The measured
frequency response of a prototype following this technique is
shown in Section IV to observe how well it fits to quasi-static
analysis and full-wave electromagnetic simulation by commer-
cialy available software. The deviceistested in Section V with
different input signalsto provethat it translatesthem into atem-
poral separation of their Fourier spectral components. For the

case of nonpulsed signals, time-gated portions of the input are
processed. Thisimposes alimit in frequency resolution, which
isalso discussed. Several potential applicationsfor therea-time
spectrum analysis in microstrip are envisaged. Some conclu-
sions are pointed out in Section VI.

Il. THEORY: TIME-DOMAIN ANALOG TO THE SPATIAL
FRAUNHOFER DIFFRACTION

The chirp-transform algorithm splits any FT operation into
three basic operations: premultiplication with a chirped wave-
form, convolution with achirp filter (chirped impul se response),
and postmultiplication with another chirped waveform. More-
over, the dual nature of convolution and multiplication in the
time and frequency domains makes possi ble a convolution-mul-
ti plication-convolution arrangement that actsasan FT processor
[11]. Convolution with achirp filter is quadratic-phase filtering
(diffraction/dispersion) [2] and multiplication with a chirped
waveformis quadratic-phase modul ation (spatial /temporal lens)
[4]. Thisleadstothe spatial classical diffraction-lens-diffraction
scheme for an FT processor and its tempora dual dispersion-
phase modulation-dispersion setup [2], [11]. Spatial/temporal
FT processors differ from spatial/temporal imaging systemsin
the matching conditions between the frequency responses of
their chirp-filtering subsystems and the phase modul ation stage
in the middle.

As areduced version of this arrangement, if asignal is pre-
multiplied with a chirped waveform and the result is convolved
with a chirp filter, then the energy spectral density of the input
signal is recoverable from the output signa [2], [11]. Thisis
provided the delay versus frequency characteristic of the chirp
filter is appropriately matched to that of the premultiplier chirp.
This is the multiplication-convolution (lens-diffraction/disper-
sion) arrangement usually used for pulse compression [9], [10].

In this paper, we propose systemsfor real-time FT processing
in magnitude, which do not require quadratic-phase modulation
(lenses). The only requirement is an appropriate filtering con-
figuration working as first-order dispersive medium. Its action
isatime-domain equivalent to the Fraunhofer spatial diffraction
in paraxial conditions, which decomposes an aperture into its
spatial spectral components in the far field. In this section, we
will show that, under certain assumptions, a high-bandwidth
(enough to cover the signal bandwidth) and high-dispersion
(linear group-delay of high slope) filter provides the required
features to act as an analog to the Fraunhofer diffraction
(Fig. 1).

Any linear time-invariant device is completely characterized
by either itsimpulseresponse 2.(t) or itstransfer function H (w),
w being the angular frequency, both related through the FT inte-
gral pair. A band-passfilter around wq is said to be a quadratic-
phase filter if the phase-term in the equivalent low-pass filter
Hy,(w") is, or can be approximated by, a second-order polyno-
mial, i.e., if its Taylor seriesexpansion around &’ = w —wg = 0
can be truncated in the w’? term

) 1 ..
<P(w/)g<ﬂo+w/'<ﬂo+§'w/2'<ﬂo 1

where gg = p(w’ = 0), o = (W' = 0),and gg = @' =
0).
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Fig. 1. (a) Spatia far-field Fraunhofer diffraction under paraxia conditions.
(b) Time-domain analog for real-time spectral analysis.

Assuming frequency-independent insertion losses over the
bandwidth where the filter phase is supposed to be quadratic,
itsimpulse response can be obtained through the corresponding
integral in the FT pair. Therefore,

(t = ¢o)*
2¢0

In (2), h(t) is achirped cosine waveform whose instantaneous

angular frequency w;(¢) islinearly distributed in time

h(t) o cos <w0t + + Constant> . 2

, ©)
®o

The expression for the instantaneous frequency in (3) issimply
the temporal ordering of frequencies imposed by the group
delay of the quadratic-phase filter, which is linear with a slope
¥o-

Consider s;(t) as an input signal consisting of a carrier
cos{wot) which is modulated in amplitude by an information
signa 3;(¢). The output from the filter s,(¢) is obtained by
convolving the input signal with the impulse response given in
(2). After several mathematical manipulations, we have

so(t) o< Re (FT(3:(t))lo=(t—p0)/0
(T3 )
-exp | j | wot + ————— + constant 4

2¢0
and hence
So(t) o [FT(§i(t))

®)

In the derivation of (4), §;(t) was supposed to be confined to
a small time width At and the dispersion coefficient ¢ was
assumed to be large enough so that

At2
2r |¢ol
In (4) and (5), FT(5;(t))|w=(t—¢o)/3, iSthe FT of the input
envelope $;(t), evaluated at w = (t — o)/ for the time
instant ¢. The incidence of a signal upon a flat-magnitude
quadratic-phase band-pass filter does not affect the energy

lo=tt=¢0)/20] -

< 1. (6)
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spectral density of this signal in the filter bandwidth Aw.
However, the spectral components at the input belonging to
Aw, arerealigned intime (first-order dispersion makesdifferent
frequencies have alinearly distributed travel delay). Also, when
the inequality in (6) is satisfied, there exists a single dominant
frequency at a given instant of time. The amplitude spectrum
of the input signal envelope is obtained following (5) over both
negative and positive frequencies in the range from —Aw /2
to Aw/2. The inequality in (6) is a time-domain analog to
the spatial Fraunhofer inequality f - Az?/(ca;-d) < 1 for an
input spatia field confined to acircle of radius Az, registering
the diffracted image at a distance d, and c,;; and f being the
speed of light in air and the operation frequency, respectively.
The output temporal axis is related to the Fourier frequency
axis by the delay slope ¢¢ through w = (¢t — ¢0)/¥0, Where
¢o indicates the delay of the dc component of 3;(¢). The
maximum temporal width at the output is At,x = Aw - |gol,
since the bandwidth at the output is aways constrained to
Aw. Thistemporal width is the difference between the slowest
and the fastest frequency in the filter bandwidth.

The presence of valid phaseinformation for the FT of §;(¢) in
the output signal can also be seenin (4). However, even demod-
ulating the output signal with a frequency wyg, the phase would
be distorted by the quadratic temporal phase. Therefore, only
the magnitude is directly recoverable following this scheme.

I11. QUADRATIC-PHASE FILTERS IN MICROSTRIP TECHNOLOGY
DiscUssiON ON THE DESIGN PROCESS

In this section, the design of microstrip devices with alinear
group delay of high slope over awide frequency band in which
insertion losses are approximately constant will be described.
They will be used in Section V to perform the real-time energy
spectral density analysis of signals, under the conditions dis-
cussed in Section |1.

Let the characteristic impedance of a microstrip line be
changed by a continuously changing profile. Consider, for
example, a nonuniform microstrip line with a continuously
varying strip width that follows a linearly frequency-mod-
ulated (chirped) continuous periodic function. Then, the
phase-matching condition for resonant Bragg coupling between
the quasi-TEM microstrip mode and the same but counterprop-
agating mode is idedlly satisfied at only one position for each
spectral frequency. This frequency will be reflected back from
that position. In fact, if the perturbation islinearly chirped, then
we will see that the location for mode coupling varies linearly
in frequency and, as a result, the reflection time is a linear
function of frequency also [19]. Asthe microstrip device works
in reflective mode, it requires a directional coupler to retrieve
the output signal at the input port. Linearly chirped Bragg
coupling in reflection is well known in optical fiber grating
technology (see [7] and references therein), mainly for the
design of chromatic dispersion compensators in high-bit-rate
and long-haul optical fiber links.

Consider Z(=) as the modulated impedance given by

Zo(2) = fe(2)(2) )

where((z) representsthe modulation of thelocal spatial angular
frequency of a continuous periodic function f(z) and = is the
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axisalongwhichthemicrostriplineisextended from »z = —L/2
to » = L/2, L being the device total length. It can be seen that
if

((z)=C+2-C-= )

then Zy(=) yields a location for the coupling of modes that is
linearly distributed in spectral frequency. In (8), the parameter
C(m~2) fixes the variation rate of the local spatial frequency
and (o = ¢(z = 0) isthe value of the local spatia frequency
at the device central point. Thelocal spatial perturbation period
T'(2) is derived from (8), and thus

2 2
T(Z) = = 2= 120z (9)

where ap = T(z = 0) = 27 /(o isthe loca spatial period at
z = 0, which fixes the central operation frequency wy.

The Bragg condition states that the perturbation period for
an angular frequency w to be coupled to the counterpropagating
quasi-TEM mode in amicrostrip line can be estimated as A, /2
(7-rad phase shift), A, being the guided wavelength at this fre-
guency in the unperturbed (constant strip width) microstrip line
[16]. Then, inthequasi-static (TEM) approximation, theangular
frequency locally reflected at z, w;(z) isfound as

2
EE— <—7r +20z> xz  (10)

Wi z) =
=) 2 Veetlz0 0 @0

if an impedance modulation around 50 €2 is considered. In (10),
et ls0 n 1S the effective dielectric constant for a 50-€2 line in
a low-frequency regime and ¢ is the speed of light in vacuum.
According to (10), a spatial frequency modulation like that in
(8) provides alinear group delay in a bandwidth

soefi(=t) (=)
2 2
C
=——"I|C|- L (11)
V Eefflso Q
around a central frequency
C- T
Wo = (12)
ao - \/ Eettl50 ¢
and with adelay slope
; 2\ eettls500 L
l@o| = 2Veelson L (13)

c Aw’

For negative (positive) values of C, higher (lower) frequen-
cies are reflected first and the group-delay slope ¢y is negative
(positive).

Conversely, the design parameters C and L can be expressed
as afunction of ¢, and Aw through

c

L =——F——|do| - Aw (14)
2y/ eettls0 o
2
C=2- <—V5"ﬂ[009> . i (15)
c ¥o

If alow-pass signd s;(¢) with atime width A¢, isto be FT
processed, then the microstrip spectrum analyzer must satisfy

2
A =7
w > Ato

in order to provide an operation bandwidth wider than that of
the signal as well as

(16)

c
L>»——7—— At (17)
2v/ €ettl50
2
21/ Eeit | -
10| < - < EHIOOQ> (18)
C'Ato

to fulfill the time-domain Fraunhofer inequality (6).

Although (10) roughly reduces the coupling position to a
unique » value for each frequency, (10)—(18) till represent
useful design expressions. Once the device length L and the
variation rate of the local spatial frequency C'in f;(.)(z) have
been fixed, the design can be checked in a straightforward
way by obtaining its lossless behavior, which provides valid
information on the approximated operation frequency range
and delay characteristic. Thisis done by means of

dSll 1 d(ln (Zo))

dz 2y 2 dz

derived from the differential equations for voltage V' and cur-
rent / in atransmission line model [20]. In (19), the reflection
coefficient S1; issolved for theinput port = = — L /2. Wetakea
purely imaginary propagation constanty = j-3 = j-\/eeq-w/c
(eor depends only on the strip width in the quasi-static approx-
imation). Equation (19) can readily be integrated numerically.
At the endpoint, the reflection coefficient is supposed to be zero
dueto perfect matching for every frequency. Thisistaken asthe
final condition of the first-order nonlinear differential equation
and the solution is integrated backward to obtain the reflection
coefficient at the device input for any frequency.

The function f(z) is chosen to minimize the frequency in-
terference of the spurious reflected bands, at the harmonics of
wo, inthe main band since wide-band operation and nonrippled
response are simultaneous requirements for an ideal FT pro-
cessor. A nonchirped impedance modulation around 50 €2 with
a spatial periodicity ao (for a central frequency of the device
response around wo) such as Zy(z) = 50-exp (sin (z - 27w /ag))
gives, through (19), a single-frequency-tuned response at wy.
Any other choice of the periodic function would have led to
frequency responses with reflected bands at 2wg, 3wy, - .. This
way, chirping will be applied to impedance modulations of
the kind exp (sin (z)), since they seem suitable in this sense
of suppression of the influence of the replicas. In terms of
the coupled-mode theory [21], —1/2-d (In(Zy))/dz in (19)
is the coupling coefficient between the forward and backward
TEM mode and, hence, such a variation of Z(z) implies that
the coupling coefficient is sinusoidal. Anyway, the replicas
will be also constrained to reduced levels as long as f(z) is
continuous and smooth.

The same idea of continuous and smooth impedance mod-
ulation has been used to significantly reduce the level of the
rejected bands at the harmonics of the design frequency in a
microstrip band reflector with patterns etched in the ground
plane [17], [18].

-1)=0 (19
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This way, the impedance modulation finally implemented is

Zo(z) = 50 - exp <A -W(z)

2 2
.Sin<i.z+c.22_c. <£> ))
[270) 2

(20)

where the phase of the sine wave is simply the integral of the
local spatial frequency ¢(z). In (20), A isaweight factor of the
impedance modulation and —C - (L/2)? is the integration con-
stant fixed at this value to have input and output ports of 50 €2,
whenever L is a multiple of ag. Smoother input and output
impedance transitions are achieved if a windowing function
W (z) is used. Reflections from the extremes of the structure
give rise to different long-path Fabry—Perot like resonances,
which cause undesirable rapid ripple to appear around the mean
values in the magnitude and group-delay versus frequency
patterns. This degrades the FT processor performance. The
maximum amplitude (peak to peak) of these oscillations can
be reduced using tapering techniques, proposed, for example,
in [22] for microstrip reflectors with ground plane etching.
These tapering techniques diminish the impedance perturbation
smoothly toward the device endpoints. If the bandwidth of
the processed pulse is larger than the spacing between the
oscillations, which is a common case for these long wide-band
devices, then thisrapid and small ripple becomes|essimportant
and only the mean value is relevant.

On the other hand, the attenuation due to dielectric and
conductor losses, in units of Nepers per meter (Np/m), in-
creases with w and /w, respectively (see, for example, [23]).
Negative values of C imply higher (high-loss) frequencies re-
flecting earlier in the transmission line. This gives a behavior
better equalized than with positive C’s. However, for most
microstrip substrates, conductor loss is much more significant
than dielectric loss. Hence, attenuation could not be still con-
veniently equalized in the operation bandwidth even with a
linearly distributed location for mode coupling. Then, W (z) is
made asymmetric to favor the longer lossy round trips of lower
frequencies reflected at the device terminal end. This way, the
perturbation is stronger for those » values corresponding to
the lower frequency band (2 > 0).

We next present an example of implementation of the time-
domain Fraunhofer approximation. In particular, we design
microstrip devices with a linearly chirped location for mode
coupling, which alows them to work as Fourier transformers
of signals with time widths At around 0.6 ns. For a 50-mil-
thick substrate with relative dielectric constant ¢, = 10.2,
the effective dielectric constant for a 50-Q2-microstrip line
a quasi-TEM anaysis is e.gls0 o = 6.8, and the centra
spatia perturbation period aq for acentral operation frequency
around 9 GHz is 6.4 mm. The Fraunhofer condition is satisfied
when the device length L is much greater than 3.5 cm, and,
simultaneously, the chirp parameter C verifiesthat |C| is much
smaller than 2600 m—2 approximately, making use of (17) and
(18), respectively. Then, the device bandwidth can be obtained
through (11) to give Aw =2 10 GHz-rad, covering barely the
signal bandwidth, which is roughly estimated as ~ 27 /Atg.

709

It must be noted, moreover, that this theoretical bandwidth
diminishes because of theimpedance windowing. Equation (11)
suggests two different ways to increase the bandwidth: increase
|C], which is incompatible with the Fraunhofer condition or,
dternatively, increase L. We will fix L to be 50-aq. The chirp
parameter C' must be negative for flat equalized frequency
response. The upper limit for |C| is fixed by the Fraunhofer
condition in (18), and the lower one fixed by the operation
bandwidthin (11). Inthisexample, aC'—val ue set to —2080 m—2
will beshowntobeadequate. Theprofileof W (z)isasymmetric,
as required, and Gaussian

W(z) = exp (—4~ <Z;Z> ) .

Any other choicewould be possible, but the Gaussian window
iswidely employed in several other applications both in optics
and microwave technology. Finally, the amplitude factor of the
impedance modulation A is set to 0.4.

Once all the parameters in (20) have been fixed, we imple-
ment the impedance variation as a strip-width modulation [23].
As the impedance varies between 35 and 75 €2, the strip width
changes between 0.5 and 2.5 mm approximately. In Fig. 2,
the S;; parameters obtained through (19) in a lossless and
quasi-static approximation (thin solid line) and through the
commercialy available full-wave electromagnetic simulator
Agilent Momentum (thick solid line) are compared. The
device provides the required features between 3 and 14 GHz
approximately, with a delay slope, calculated over the graph,
o = —83000 ps®/rad. The commercial sSimulator estimates
a nearly flat —3-dB reflected band (dielectric loss tangent
tan§ = 0.0026 and metal conductivity o = 5.8 - 107 S/m).
When perfectly matched terminations at z = +1./2 are sup-
posed, as it is automatically done in the solution of (19) (thin
solid line) for any frequency, no significant ripple can be seen
either in the magnitude or in the group delay of the reflection
coefficient if tapering is used (Fabry—Perot-like resonances
are aimost eliminated). Actually, the whole strip pattern has
slight microstrip mode dispersion. This causes a more realistic
ripple to appear in the full-wave simulation (thick solid line)
even with ideal 50-€2 connectors at the input and output ports.
However, this ripple is fast and small enough to be neglected
in practical applications.

The average internal power distribution can be calculated as
afunction of the position in the device by obtaining | AT (2)|? +
|A=(2)|? for every frequency, A* being the complex ampli-
tudes of the forward (+) and backward (—) quasi-TEM mode.
These values are related to the voltage and current along the
transmission-line model, V. = /75 - (AT + A7) and I =
(AY — A7) /v/Zo [24], so that the differential equations for
voltage and current lead to

(21)

+ 4 11 z —
dAdz( ) _ —’y-A"’(z) _ % d( (fzo( D4 (2) } )

LR = EER AN AT

In fact, the Riccati equation in (19) is obtained from (22)
by taking into account that the reflection coefficient is
Si1 = A_/A+.
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Fig. 2. S;;-parameter of the microstrip quadratic-phase filter (a) magnitude
and (b) group delay obtained through the lossless quasi-static approximation
(thin solid line) and through afull-wave el ectromagnetic simulation (thick solid
line).

Fig. 3 shows the system average internal power distribution
in the operation bandwidth, asrelative brightnesslevels, solving
(22) for At(2) and A=(z) in the quasi-static approximation.
Thistwo-dimensional (2-D) distribution relates the group delay
(ontheleft of thefigure) with the perturbation period inthe strip
pattern (at the top). A location for mode coupling linearly dis-
tributed in frequency is clearly observed as well as the higher
frequencies being reflected back earlier than the lower ones
(negative C).

This device trandates an input signal of time width around
0.6 ns into a tempora separation of its spectral components
following the group delay versus frequency characteristic. The
minimum pulse duration for an adequate performance of the FT
processor will be fixed by the filter bandwidth, say At min =
47 /Aw, and the maximum fixed by the dispersion coefficient
through the Fraunhofer inequality. However, these minimum
and maximum time widths should be considered only as ref-
erence vaues. Even when signals with the same time width are
supposed, their spectra might be very different, and the FT pro-
cessor could order in time the spectral components more easily
for some signals than for others. Hence, the actual tuning range
for the input time width depends largely on the type of incident
signal. Often, satisfactory results are obtained even when the

width {mm)

Frequency (GHz}

NG RN DO D oW DN O =N

6 4 20
Delay (ns)

6149210 5 € 4 -2 0 2 4 6 8 1012 14 16
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min m

Fig. 3. Averageinternal power as afunction of frequency and position in the
microstrip quadratic-phase filter using the transmission-line model. Top: strip
pattern (not to scale). Left: group-delay.

Fraunhofer condition is relaxed, so that the reference value for
the maximum time width iS Atg max = /27 |¢ol. The input
signal can be a pulse sequence. In this case, the group-delay
slope must be sufficiently large to guarantee that the Fraunhofer
condition for spectral ordering isfulfilled for the duration of the
whole sequence. Additionally, the processor bandwidth should
be at least as broad as the spectrum of each individua con-
stituent of the sequence. For nonpulsed signals, time-gated seg-
ments of the input have to be processed as consecutive pulses.
This time gating introduces a limit in frequency resolution that
will be studied in Section V.

The exact fields of a microstrip line constitute a hybrid
TM-TE wave. However, for most practical applications, the
dielectric substrate is electrically very thin, and so the fields
are approximately the same as for the static (TEM) case. A
negative value of C' appears again as an optimum choice since
mode-dispersion effects are minimized when high dispersive
frequencies are reflected earlier in the structure. This way,
even with wide bandwidths, the quasi-static approximation and
the dispersive analysis lead to similar results in our case. If
necessary, though, this quasi-static approach could be the first
step toward the ultimate design, accounting for mode dispersion
later so that the frequency dependence of the effective dielectric
constant [25] is also considered in the Bragg condition of (10).

With respect to parasitic effectsin microstrip (radiation losses
and surface-wave propagation), they are maintained within neg-
ligible values due to the smooth strip shape. Other undesir-
able effects like strong coupling between the quasi-TEM mode
and the lowest order TM mode or excitation of transverse reso-
nant modes in the widest strip locations, which can also couple
strongly to the quasi-TEM mode, could restrict the maximum
operation frequency (see [26] and references therein). The de-
signer should check that the device works safely below that
maximum freguency.

We have also tested satisfactorily another microstrip
changing profile for impedance modulation. Slots of varying
width etched in the ground plane, parallel to the upper con-
ductor strip, modify the impedance and propagation constant
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seen by the wave traveling along the line. Finite-difference
time-domain (FDTD) numerical simulations [27] could be
performed to obtain the dependence of both the characteristic
impedance and the effective dielectric constant with respect
to the slot width. Microwave researchers have taken a specia
interest over the last few years in microstrip ground plane
etching techniques because of their potential capabilities to
implement photonic bandgap (PBG) structures [17], [18], [22],
[27], [28], recently pointed out as promising ways to design
rejection filters in future mobile communication terminals and
related fields (see [26, pp. 384-385]).

Finally, although microstrip has been chosen in this paper,
the same ideas are applicable in stripline, coupled stripline, or
coplanar structures. Dispersive delay lines in SAW technology
are well known since the early 1970s [29], [30]. In contrast
to the continuous impedance modulation described above for
a microwave transmission line, SAW devices have only one
impedance step over adistance equal to half awavelength. This
serioudy limits the maximum fractional bandwidth achievable
with SAW devices due to the presence of harmonic responses,
whereas it is easily greater than 100% in our case. Moreover,
nowadays the frequency range for SAW technology is only up
to 3 GHz [31] and the reported insertion losses of dispersive
delay lines have been usually greater than 25 dBs[32].

Some other authors have tried to obtain the dispersive
behavior of SAW delay lines in microwave transmission lines
[33]{35]. They have used a numerica method originally
developed for the synthesis of SAW devices fitting a specified
response [36]. The approach described here is much simpler.
Likewise, itismore confined to thetopic in hand and it provides
much further insight into the device operation.

IV. MEASUREMENTS

The prototype designed in Section |1l was constructed by
meansof anumerical milling machine on aRogers RO3010 sub-
strate 50 mil thick, with relative dielectric constant €, = 10.2,
dielectric loss tangent tan § = 0.0026, and metal conductivity
o = 5.8-107 SYm. If the device impulse response were calcu-
lated by means of the IFT of its frequency response measured
in reflection, it would show the dependence of the Bragg reso-
nant frequency with the position along the axis of the microstrip
line (the higher frequencies would appear at the beginning and
the lower ones at the end of the signal). As the impulse propa-
gates through the system, each segment that it interacts with is
dlightly different due to the changing perturbation period. Thus,
the frequencies that are reflected vary and, if an adequate de-
signisdone for equalized losses across the operation frequency
range, then the overall reflected pulse has a square-like shape
with sharp rise and fall times. Thetotal duration of the reflected
impulse response is equal to the round-trip propagation time
through the device. In theintended solution asintegrated circuit,
both the input and output sections of the prototype will also be
microstrip lines and the mismatch effects of the real SMA con-
nectors will be automatically overcome. Then, we use an ap-
propriate time gating to isolate the impulse response from the
reflection peak that appears when the impulse just encounters
the input connector, and from an oscillatory tail because of the
end-to-end resonance.
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This way, in Fig. 4, the S1; parameter of the measurement
(directional coupler not included), after time processing (thick
solid line), is compared in magnitude « and group delay b with
the lossless and quasi-static approximation (now in dotted line)
and with the commercial full-wave electromagnetic simulation
(now in thin solid ling). The measurement in Fig. 4 shows that
the prototype truly provides the required features of flat magni-
tude and linear group delay.

V. EXAMPLES OF ENERGY SPECTRAL DENSITY ANALYSIS

By means of several examples, the device designed in Sec-
tion 111 will beshown hereto maketheinput spectral components
undergo astrong temporal ordering process following the linear
dispersion characteristic of the microstrip quadratic-phasefilter.
As a result, the shape of the system output (reflected) signa
envelope $o(¢) matches the FT magnitude of the input signa
envelope 3;(t) over abandwidth as broad as that of the device.
As discussed in Section |1, the angular Fourier frequency axis
w and the output temporal axis ¢ are related by the dispersion
coefficient (delay slope) of the structure ¢q, following the
group-delay curve.

The device with varying strip width designed in Section |11
was conceived to act as a Fourier transfomer of pulses of width
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Fig. 5. Simulation of the real-time FT processor. The average power of the
input pulse (dotted line), an ideal rectangular pulse 0.6-ns wide, is depicted
together with the average output power reflected from the device (thick solid
line). Signals are normalized to their maximum power. The thin solid lineisthe
squared theoretical FT magnitude (energy spectral density) of the input signal
over atemporal axis related to the frequency axis by @q.

around 0.6 ns. We assume the signals to be centered at the
system central frequency, wy = 27 - 8 GHz - rad. We obtain
the reflected signal spectrum by multiplying the measured
frequency response of the device and the input signal spectrum.
The corresponding output time waveform is then recovered by
taking the IFT.

Thefirst example deals with a 0.6-ns-width ideal rectangular
pulse. In Fig. 5, the average power of the input pulse (dotted
ling), 2(¢), at the left on the graph, is represented together
with the average output power reflected from the device (thick
solid line), $2(¢) and the squared theoretical FT-magnitude
(energy spectral density) of the input (thin solid line; in this last
case over atemporal axis related to the frequency axis by ¢¢).
To make the device behavior clearer, we represent al signals
normalized to their maximum power. It is observed that, when
the temporal Fraunhofer condition is fulfilled, this guarantees
atemporal ordering of the spectral components strong enough
so that only a single dominant frequency component exists at
each time instant. Thus, the shape of the FT magnitude of the
input signal envelope is closely reproduced. The differences
between the theoretical energy spectral density of the input
pulse and that predicted by the real FT processor (thin and
thick solid lines, respectively, in Fig. 5), are explained by the
weak distortion suffered by the signal due to the ripple in
the device measured reflectivity characteristic (Fig. 4). The
output signal envelope has a time width between the two first
minimum-power points of ~ 1.7 ns. This implies a spectral
width of ~ 3.25 GHz (|$o| = 83000 ps?/rad. Thisisin close
agreement with the bandwidth of the main lobe of the ideal
sinc function when Fourier transformation is applied to a
0.6-ns-wide rectangular pulse (2/0.6 ns = 3.3 GHz).

This effect of temporal separation of spectral components can
be employed, for example, to filter out undesirable frequencies
by using time-division techniques. Low-, band-, or high-passfil-
tering needs only time gating (the filter center frequency being

set by the gate timing and the filter bandwidth by the gate dura-
tion and shape) in the joining between two identical FT pro-
cessors but with opposite delay slopes. The requirements for
the temporal gate to control the filter selectivity (gate rise and
fall times) can be partialy aleviated by the dispersion of the
microstrip filter, since the output signal can be stretched using
higher delay slopes.

If the signal does not satisfy the Fraunhofer condition, then
thereflected average power would not match the energy spectral
density of the input. In this case, the dispersion would not be
high enough to get an effective temporal separation of the input
spectral components, and so the output pattern would reproduce
that of the spatial Fresnel (near-field) diffraction [38].

The system performance for pulse sequences is also evalu-
ated. Thistime, the Fraunhofer condition should be guaranteed
for thewhol e sequence duration as well asthe device bandwidth
should be, at least, as broad as the frequency width of the nar-
rowest temporal constituent of the sequence. In Figs. 6 and 7,
we use sequences composed of Gaussian pulses like §7(t) =
exp(—1/2 - (t/A7)?), where 2v/In 2 - A7 isthe temporal full-
width at half-maximum (FWHM). In Figs. 6 and 7, A isfixed
at 50 ps. Fig. 6 shows a two-Gaussian-pulse signal with three
different sequence durations (the sequence total time width is
defined as the distance between thefirst and the last pulsein the
sequence): Aty = 0.6 nsin Fig. 6(a), Atg = 1 nsin Fig. 6(b),
and Atg = 0.3 nsin Fig. 6(c). The input sequence (given in
average power by the dotted line) is depicted together with the
system average output power (thick solid line), which fits the
theoretical energy spectral density of theinput signal (thin solid
line). An interference pattern can be seen, which is modulated
in amplitude by the energy spectral density of asingle Gaussian
pulse (dashed ling). This interference pattern resembles that of
the Young experiment on double-dit far-field spatial diffrac-
tion (actually, the same phenomenon can be generalized to se-
guences composed of N pulses and spatial diffraction gratings
of NV dlits) [38]. Infact, the frequency of the oscillatory interfer-
ence pattern can be shown to beafunction of thewhole sequence
duration by simply obtaining the theoretical FT of the input

9. t-%

Sin( o %)
§0(t> x AT - V2 - Py At
i I=%¥0 , 2to
in (2 3)

e~ W/ ((t=¢0)/@o-AT)?

(23)

The last exponentia factor in (23) is the FT of a Gaussian
pulse modulating the |sin(2z)/ sin(x)|-like interference term.
The frequency of this interference is Atq/2n |@o|. Then, as
the sequence time width increases [Fig. 6(b)], the interference
frequency aso increases. On the contrary, as the Gaussian
pulses are closer together, theinterferenceis of lower frequency
[Fig. 6(c)]. Thiscould be used to measure temporal separations,
for example, between a signal and a delayed version of it, as
frequency changes in the output signal.

A deep insight into the system behavior can be obtained by
representing the signals in both time and frequency domains
simultaneously. The larger plots of Fig. 7 show the joint time—
frequency energy distributions (@) for the two-Gaussian-pulse
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Fig. 6. Simulation of the real-time FT processor. The average power of the
input sequence (dotted ling), a two-Gaussian-pulse train with AT = 50 ps, is
depicted together with the average output power reflected from the device (thick
solid line) when the sequence time width is (a) Aty = 0.6 ns, (b) Atqg = 1 ns,
and (c) Aty = 0.3 ns. Signals are normalized to their maximum power. The
thin solid line and the dashed line are the theoretical energy spectral densities of
theinput sequence and of a single Gaussian pulse, respectively, over atemporal
axis related to the frequency axis by pq.

train considered in Fig. 6(a) with A~ = 50 ps and sequence
duration At = 0.6 ns and (b) for the corresponding system
output as relative brightness levels (in this case using a
Wigner—Ville distribution [39], [40]). This kind of representa-
tion provides information about the temporal location for each
spectral component. In Fig. 7(a) and (b), the input and output

713

min
15
14
13
12
gﬂ
QJWU
D= 9
o
g 9
g7
6
5
4
3
2
1 o s 1 Y T " : T T
G u
ai
n .
0 1 2 3 4 =3 5} 7 8
Time (ns)
@
min max
" i
14
13
12
Q’WD
- 9
o
s 6
s 7
)
w g
5
4
{ 3
2
1

Time (ns)

(b)

Fig. 7. Simulation of thereal-time FT processor by using joint time—frequency
representations. (a) Input signal: the normalized average power of the signal, a
two-Gaussian-pulse train with A7 = 50 psand sequence width Atq = 0.6 ns,
isdepicted at the bottom. The plot on the upper left showsthe normalized energy
spectral density of the signal in the frequency domain. The larger plot shows
the joint time-frequency representation of the signal by using the Wigner-Ville
distribution. (b) Output signal with the same definitions as for (a).

signals, respectively, are also represented separately in thetime
domain (at the bottom), as normalized average power signals,
and in the frequency domain (on the upper left) as normalized
energy spectral densities. It is observed that the output signa
retains spectral components identical to those of the incident
signal (except for the weak distortion due to the ripple in the
system frequency characteristic). However, these components
suffer a strong process of linear ordering in time according to
the linear group delay of the system.

The above analysis of pulsed RF signals is now extended to
nonpulsed inputs. In this case, sequential time-gated portions
of the input must be processed. The maximum repetition rate
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Fig. 8. Simulation of the real-time FT processor. The average power of the
input pulse (dotted line), a double-carrier rectangular pulse 0.6-ns wide (which
is actually a fragment of a time-gated stationary signal consisting of two sine
waves), is depicted together with the average output power reflected from the
device (thick solid line). Signals are normalized to their maximum power. The
thin solid lines are the theoretical energy spectral densities of two single-carrier
0.6-ns-wide rectangular pulsesat wg,; = 27 - 7.5 GHz - rad and wq,; = 27 -
9.5 GHz - rad, respectively, over atemporal axis related to the frequency axis
by 0.

of this processing window is imposed by the maximum tem-
poral width at the output, which was discussed in Section I1. A
stationary signal consisting of two sine waves (wo1 = 27 -
7.5 GHz - rad and wpo = 27 - 9.5 GHz - rad) is consid-
eredinFig. 8. Thesignal isdivided into consecutive 0.6-ns-wide
fragments in order to be analyzed in spectral components. The
problem isthen reduced to the analysis of rectangular pulseslike
the one considered in Fig. 5, but now modulating two carrier
frequencies simultaneously. The average reflected power (thick
solid line) is compared to the theoretical energy spectral densi-
ties (thin solid lines) of two single-carrier 0.6-ns-wide rectan-
gular pulses at wg ;1 and wy o, respectively. Two sinc functions
can be seen interfering with atime separation around 1 ns. This
agrees with the wg » — wg 1 = 27 - 2 GHz - rad spectral sep-
aration of the carriers. This way, the identification of distinct
harmonicsaswell asthe frequency shift between them aretrans-
lated into estimations of time delays. The measurement of these
temporal separations could be done on an easily accessibletime
scale if high delay-slope devices are designed.

For the case of nonpulsed stationary signals, the global output
consists of the output for a single fragment of the time-gated
signal being repeated in time indefinitely. For nonpulsed non-
stationary signals, the analysis also shows the evolution of the
spectral components with time.

Time gating imposes a limit in frequency resolution on non-
pulsed signals. If T is the time gate duration, then we take
Af. = 1/T as the minimum resolvable frequency distance.
The longer the time gate duration, the better the frequency res-
olution. However, the maximum value of 7" is aso fixed by
the Fraunhofer inequality. This means a minimum separation

aound Af,. = +/1/(2xn|po|) for two frequencies to be re-
solved. This way, the maximum resolution can be estimated as

the sguare root of the ratio of the device bandwidth to the total
delay variation within this bandwidth. To increase the resolu-
tion, the relative delay can be increased, while the operation
bandwidth remains fixed, either by making the device longer,
benefiting from thefeasibility to coil/meander the structure[41],
or by forcing the waveto travel slower (using, for instance, high
dielectric constant substrates).

V1. CONCLUSION

Inthispaper, we havereported on atime-domain analog to the
spatial Fraunhofer (far-field) diffraction in Fresnel conditions.
It consists of amicrostrip line with chirped distributed resonant
Bragg coupling inreflection between thefundamental microstrip
mode and the same but counterpropagating mode. This idea
was useful in the design of filtering configurations acting as
spectral analyzers.

We have presented a unified approach to the design of
broad-band and high-dispersive quadratic-phase (linear
group-delay) microstrip filters. They are based on a con-
tinuously changing line profile and are the anaogs, in this
space-time duality context, to free-space propagation. Linearly
chirped continuous impedance modulation in a microstrip
line with varying upper plane strip width (a varying ground
plane slot profile would be also valid) has been proved to yield
both a location for mode coupling and a group delay linearly
distributed in frequency. Then, the input spectral components
undergo a tempora ordering process following the linear
dispersion characteristic of the quadratic-phase filter. Under
the condition of atemporal equivalent to the spatial Fraunhofer
inequality, which implies a dispersion high enough in the input
signal bandwidth, the shape of the system output (reflected)
signal envelope coincides with the FT magnitude of the input
signal envelope over a bandwidth as broad asthat of the device.
Therefore, the energy spectral density of the input signal is
directly recoverable from the output average power by simply
taking into account alinear axis change given by the dispersion
coefficient (group-delay slope) of the structure. The full the-
oretical background for this derivation has been described in
Section |1 and the design methodology in Section I11.

In Section V, we have tested our designs by simulating the
system response to different theoretical input signals using the
reflectivity characteristics measured in Section |V. Both single
pulses and sequences were considered. Nonpulsed signals
were also studied and the frequency resolution was addressed.
Interesting applications in the field of temporal signal pro-
cessing, such as filtering using time-division techniques, have
been pointed out. Frequency-shift estimations using time-delay
measurements in reflection, as well as the trandation of tem-
poral separations (path differences) into frequency changes in
the oscillatory term at the output, could have further potential
applications.

This device has been developed as part of a well-established
space-time duality between paraxial spatial diffraction and
tempora signal dispersion. Both physical phenomena can be
modeled by quadratic-phase filters, shedding new light and
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understanding into previous knowledge as the chirp-transform
agorithm and radar pulse compression techniques broadly
known among microwave researchers. New devices in mi-
crostrip technology can be advanced, owing to this analogy
and the quadratic-phase filters proposed here, and opening
important new perspectives in the mentioned scientific fields.
Programmabl e convolvers/correlators, variable delay lines, and
magnitude and phase Fourier spectral analyzers (as components
of network and spectrum analyzers) are afew of them.
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